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Data Centers and Clouds
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Efficiency of the Cloud – Metrics

Utilization of the physical resources:
utilization of computing and storage resources → max
utilization of network resources (compactly assignment) → min

Percentage of assigned Virtual Networks (VNs) relative to the total
number of Virtual Networks
Performance of Virtual Machines (VMs)
Energy consumption and cost-effective scheduling
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Efficiency of the Cloud – Problem & Solutions

Resources fragmentation – VM Live migration
“wide” VM – Non-Uniform Memory Access (NUMA)
Research and setup optimal VM oversubscription coefficient
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Virtual Machines Assignment Policies

For the VMs, the following assignment policies may be additionally
specified:

For each VM, a set of physical servers on one of which it should be
located; this is called the VM-to-PM affinity rules
For each VM, a set of physical servers on which it cannot be located;
this is called the VM-to-PM anti-affinity rules
The set of VMs that must be located on the same physical server;
this is called the VM-to-VM affinity rules
The set of VMs that must be located on different physical servers;
this is called the VM-to-VM anti-affinity rules
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Model of Cloud Physical Network

Physical resources graph H = (P ∪M ∪ K , L)
Nodes

Servers – P
(ph1, ph2, ..., phn1) = vh(p), p ∈ P

Storages – M
(mh1, mh2, ..., mhn2) = uh(m), m ∈ M

Routers and switches – K
(bh1, bh2, ..., bhn3) = bh(k), k ∈ K

Edges
Physical links – L

(lh1, lh2, ..., lhn4) = rh(l), l ∈ L
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Model of Cloud Physical Network
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Model of Virtual Network

Virtual resources graph: G = (W ∪ S, E )
Nodes

Virtual machines – W
(wg1, wg2, ..., wgn1) = fwg(w), w ∈W

Virtual storages – S
(sg1, sg2, ..., sgn2) = fsg(s), s ∈ S

Edges
Virtual links – E

(eg1, eg2, ..., egn3) = feg(e), e ∈ E
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Model of Virtual Network
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Virtual Network Embedding

Virtual network embedding (or virtual network assignment) is a mapping
A : G → H = {W → P, S → M, E → {K , L}} with the following
constraints:

1 The physical resource cannot be overloaded:
∑

i∈Rj xi ≤ yj , where Rj
is the set of requests assigned to the physical resource j .

2 The types of the physical and virtual resources must match each
other: xi = yj

3 The physical resource must have the required characteristics: xi ≤ yj
4 (servers only) Not allowed to overload NUMA blocks on physical

servers
5 (servers only) Each VM can only be assigned on one NUMA block of

a specific physical server
The mapping is correct if the constraints 1-5 and the VM placement
policies are satisfied for each request.
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Residual Resources Graph

Hres is a copy of H graph with redefined values of characteristics are
according constraint 1:

vhres(p) = vh(p)−
∑

w∈Wp fwg(w), p ∈ P
uhres(m) = uh(m)−

∑
s∈Sm fsg(s), m ∈ M

bhres(k) = bh(k)−
∑

k∈Rk
feg(k), k ∈ K

rhres(l) = rh(l)−
∑

e∈El
feg(e), l ∈ L
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Migration Plan for Virtual Machines

The sequence of single migration for each VM
For each VM migration the start and end of the migration are defined
All migrations must be completed within the specified directive
interval T
Work intensity for each VM
For each VM migration the path in the physical resources graph H is
found
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Virtual Network Assignment Problem

Input
New virtual networks Z = {Gi}
Already assigned virtual networks B = {Gj} and its mapping
AB : B → H
The residual graph of available resources: Hres
Migration time limit: Tdir

Find
Find mappings:

AL : L ⊆ Z → Hres
AM : M ⊆ B → Hres
|L| → max

Build a migration plan for a set M without violating the migration time
limit Tdir
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Principles of Constructed Algorithm

Greedy strategies + limited search: At each step, the algorithm selects
an VN from a set of not assigned VNs and find placement in accordance
with the greedy criterion.

1 Approach 1. The limited search procedure is called if the selected
VN cannot be assigned;

2 Approach 2. The limited search procedure is called if, after a trial
placement of the selected VN, VNs that cannot be placed appear in
the set of unassigned VNs.

For the procedure of limited iteration, the maximum allowable depth of
iteration is defined. It determines the maximum possible number of VNs
that can participate in the search.

V. A. Kostenko. Combinatorial Optimization Algorithms Combining Greedy Strategies with A Limited Search Procedure //
Journal of Computer and Systems Sciences International, 2017, Vol. 56, No. 2, pp. 218–226.
DOI:10.1134/S1064230717020137
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Algorithm

1 Sorting Virtual Networks (C1)
2 Choose Virtual Network
3 Policies satisfaction
4 Choose element in Virtual Network (C2)
5 Create set of physical servers according to 1-5 constraints (set A)

If A! = ∅
Choose physical element (C3)
If server was chosen then choose NUMA block (C4)
Assigned element. Change Hres

If A = ∅
Limited research procedure. If unsuccessful goto to Step 6
Create migration plan. If unsuccessful goto to Step 6

6 Cancel assignment of Virtual Network’s elements

Ci , i = 1, 2, 3, 4 – greedy criterias
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Greedy Criterias

Parameters for nodes or edges in graph G and H: (re,1, re,2, ..., re,n)

Parameter’s deficit: d(i) =
∑

G

∑
e∈E ,E∈G re,i∑

ph∈Ph rph,i

Element’s cost: r(e) =
∑

i=1..n d(i) ∗ re,j
maxG,v∈G rv,i

weight(e) = r(e) ∗
∑

l Throughtput(l)

C1 – choose Virtual Network G
C2 – choose virtual element in G
C3 – choose physical element in H
C4 – choose NUMA block in server
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Limited Research Procedure
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Experiments - Description
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Experiments - Results
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Properties of Algorithm

Migration plan for virtual machines
Ability to define the required set of parameters for physical and virtual
elements
Assignment policies for virtual machines: hard, soft, hybrid mode
Consider NUMA architecture when assign VM
Balance between the algorithm’s quality and execution time
Implemented algorithm can work in online mode, i.e. process VNs
sequentially
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Conclusions and Future Work

Conclusions:
Algorithm with NUMA, Policies, Migration;
Tested on different datasets: real and synthetic;
The algorithm gives goods results on tree and fat-tree topologies.

Future works:
Improvement of VMs live migration plan;
VM oversubscription;
Energy consumption and cost-effective scheduling.
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