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ABSTRACT

The current status of the material and interfaces aspects of the problem of SFS Josephson junction fabrication is
reviewed and recommendations for selection of ferromagnetic materials are formulated. It is shown that additional pair
braking mechanisms at SF interfaces, as well as spin flip and spin orbit scattering in the F films should be taking into
account for the data interpretation. The results of theoretical studies of the influence of spin-flip and spin-orbit scattering
on the oscillations of critical current with the thickness of the ferromagnetic layers are summarized and discussed. The
form of the relation between supercurrent J and order parameters phase difference ¢ across a junction is analyzed. It is
shown that the Josephson current across the structure has the sum of sing and sin2¢ components and that two different
physical mechanisms are responsible for the sign of sin2¢.
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1. INTRODUCTION

In the past few years there was a noticeable interest to the unconventional Josephson junctions'?, in particular to the so-
called 7-junctions having negative critical current. These junctions provide the #- shift in the ground state and were
realized experimentally in SFS (superconductor-ferromagnet-superconductor) and some HTS structures. Despite of
intensive study of the processes in these structures there are several problems remained to be solved. They are influence
of spin-flip and spin-orbit scattering on the oscillations of critical current with the thickness of the ferromagnetic layers;
the form of the relation between supercurrent J and order parameters phase difference ¢ across a junction; spatial
distribution of the critical current density in arrays of “0 and “z”-junctions. In this article we will briefly review the
current status of these problems. We will start our analysis with the discussion of the properties of ferromagnetic
materials, which could be used in SFS junctions. After that we switch on the theoretical models relevant for description
of the phenomenon experimentally observed in this structures with the focus on the form of current phase relation.

2. BULK FERROMAGNETIC MATERIALS.

From the developed theoretical models for the description of the processes in SF/FS Josephson junctions'? it is clearly
seen that for the quantitative analysis of the experimental situations it is necessary to have an experimental information
about both the material parameters of the metals (exchange field, decay and coherence length) and suppression
parameters at all interfaces. Contrary to that recent experiments was mainly oriented on demonstration of the existence
of some nonmonotonic dependencies of the critical current or gap in the density of states upon temperature or thickness
of the F-layer rather than on systematic quantitative study of the structures. Below we will formulate recommendations,
which, from our point of view, may be helpful for systematic experimental study of the SF/FS Josephson junctions and
FS proximity systems.
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2.1. Bulk ferromagnetic materials.

The right choice of the ferromagnetic material for the structures is the important point. Our analysis' shows that the
peculiarities in the SF/FS structures are located at ferromagnetic exchange energy H = n7T/yg, where y3 is an interface
suppression parameter‘. Taking into account that, as a rule, at SF interfaces yz = 1 we immediately see that A should be
of the order or less then 30 K or 3 meV for low-Tc superconductors. Exchange energy in classical ferromagnetic
materials, which has been extensively used for study the critical temperature of SF bilayers is considerably large (1 eV
for bee aFe, 0,61 eV for Gd, 0.13 eV for Ni). With this large values of H we are not only far from interval for
observation of the effects, but have also the technological problems associated with the small values of decay length in
ferromagnet. The predictions of existing theoretical calculations'” is also not valued for the structures with these
materials since the At product (z is an electron elastic scattering time) may be not small, as it is necessary for making
use of Usadel equation.
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Figure 1: Dependence of the Curie temperature of Figure 2: Dependence of the Curie temperature of
ferromagnetic alloys on concentration of Ni. It is clearly seen ferromagnetic alloys on concentration of Co, Fe, Ni and Mn
that there are three classes of materials having small (x< 0,1), in Pt and Pd host materials.
intermediate (x= 0,5) and large (x> 0,7) concentration
respectively.

Figure 1 gives the concentration dependence of the Curie temperature for a set of dilute ferromagnetic alloys and
intermetallic compound. It is clearly seen that in the vicinity of critical concentration it is possible to reduce the Curie
temperature to the values of the order of 30K. The second conclusion is that there are three classes of materials. They
are the alloys with small critical concentration NiPd,,, Fe,Pd,,, CoPd;, Mn,Pd,.,, Fe,Pt,.,, Co,Pt,,, alloys with
intermediate critical concentration Fe, V., Ni Pt)_,, Ni,Cu,.,, and intermetallic compound Ni;Al with T¢,;~43 K

2.1.1. Alloys with small critical concentration.

The evident advantage of using ferromagnetic alloys with small critical concentration of ferromagnet atoms in the weak
link region is the possibility to perform the comparative study for the system with and without magnetic additions. At
small level of x it seems that the transport properties of the host material will not change considerably with x increase in
the range of few atomic percent. Therefore the difference between the properties of the structures with and without
ferromagnetic atoms can be attributed to the influence of ferromagnet ordering or spin flip and spin orbit scattering
rather than from changes of the host material transport properties.

The use Pd or Pt as the host provides the unique opportunity for realization of this approach. Platinum and palladium are
typical exchange enhanced hosts that produce giant moment polarization in alloys in which the impurity is Fe, Co or Ni.
Pt host has smaller exchange enhancement compare to Pd and Pt alloys have tended to be more complex, showing
typical spin glass behavior at low impurity concentrations.
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2.1.1.1. PdNi alloys

In the bulk, the NiPd alloys assumes as fcc structure and is known to exhibit ferromagnetic ordering down to a Ni
concentration as low as 3 at%. Figures 1 and 2 demonstrate the summary of experimental T,c(x) dependencies from*'*
Ferromagnetic order in PdNi alloys results from an indirect exchange between the Ni magnetic moments provided by
the large spin susceptibility of Pd. At low Ni concentrations, the total magnetic moment is mainly due to the spin
polarized electrons of the host at the Fermi level. In the vicinity of critical concentration’ xc=0.026+0.002, at which the
ferromagnetic order is suppressed, Teurie(X) =(x- Xc¢ )3’4, while at x>0.1 at%, Teyie(X) =(x- Xc )” 2. The exchange energy
H=15meV and decay length &= 45 A in PdysNig; has been estimated in'® from the experimental study of magnetization
of PdooNig/Nb multilayers and from the form of the density of states at free F surface in PdooNig; /Nb sandwiches.
From Josephson coupling in SIFS junctions'® A was found to be equal to =35 meV resulting in nearly the same & =454,

under the value of suppression parameter y5=5.3 at the Pd, sNip /Nb boundary.

2.1.1.2. PdFe alloys

The ferromagnetic behavior of Pd;(Fe, alloys has been studied very intensively'”*. In Pd,_,Fe ,, the Curie temperature
Tcuie can be changed over a wide range of concentration x. In bulk alloys®, ferromagnetism persists down to a
concentration of about x ~ 10 and Tcuie increases monotonically with increasing x up to x = 10™. In the interval
10"<x<10? Teyie ~x"°, while at larger x there Teye again grows linearly with x. In thin films* with different thickness
di=18 A (x=0.05); df =15 A (x=0.13); dr =9 A (x~0.2) dr =12 A (dr =0.2) the Tcui. Was equal to 60 K; 150 K; 70 K; 175
K respectively. These values are considerably smaller then them for the bulk alloys with the same concentration of Fe
(Tewie = 162 K; 320 K; 440 K, respectively). Therefore there is the essential thickness dependence both of Teyie and
exchange energy. Note that for x~0.2 the changes in thickness on 3 A only leads to the drastic changes in magnetic
material constant of the ferromagnet. It was found, however, that at x>0.14 effective decay length in Pd, ,Fe,, &=12 A
starts to be independent on Fe concentration with x increase. This can be the consequence of complex magnetic ordering
in the alloy at x>0.14 similar to that observed in Pt,..Fe systems discussed below.

2.1.1.3. PdCo alloys

Like Pd,Fe, Pd,.«Co , is a giant moment ferromagnetic with a rather small critical concentration for ferromagnctism3 -
3 It was shown in® that homogeneous samples display a ferromagnetic transition typical of alloys, which develop
hysteresis right at the Curie temperature. It was observed also that plastic deformation of Pd-Co samples increases their
Curie temperature. This was thought to be due to changes in the degree of chemical clustering of Co atoms. Small
gradients in chemical concentration and/or degree of clustering considerably broaden the magnetic transition. The Curie
temperature depends sensitively on the metallurgical state samples. Small gradients in chemical concentration and/or
degree of chemical clustering produce a significant broadening of the ferromagnetic transition in this alloy.

2.1.1.4. PdMn alloys

The magnetic phase diagram of fcc Pd;..Mn, alloy is rather mysterious. The alloy with a Mn concentration below
x~0.04 shows ferromagnetism**° although the maximum Curie temperature (Tcuie =7 K) appears at x=0.025. The
alloys with a Mn concentration higher than 0.05 behaves like a spin glass®. From experimental data®>*>* it follows that
there is similarity of ferromagnetic Pd;..Mn, alloys with the enhanced ferromagnetic systems like Pd;..Fe, and Pd;Cox.
However, in contrast to the Pd;Fe, alloy, as the Mn concentration increases, the direct d-d interaction, which couples
antiferromagnetically with the nearest-neighbor Mn-Mn pair, becomes predominant for the Pd, Mn alloy. The nearest-
neighbor Mn-Mn pairs couple antiparallel, but the second-neighbor pairs favor ferromagnetic coupling through
polarization of the conduction electrons. For the low Mn concentration alloys, the probability that two Mn atoms occupy
nearest neighbor sites is very low and the ferromagnetic coupling is predominant. As the Mn concentration increases,
the nearest neighbor probability increases and the conflict between firsthand second-neighbor interactions prevails. This
causes the system to exhibit a spin-glass phase.

2.1.1.5. PtFe alloys

Introducing of x<0.01 of Fe into Pt host induced a ferromagnetic range order in Pt;.,Fe, alloy****, In small concentration
region** up to x~0.01, Tcyie depends on atomic Fe concentration x as Touie =1,6%10°(x-0.076) K. and characterize by
the exchange integral** H is approximately equal to 0,14eV. At larger concentrations (0.02<x<0.08) Tc.qe depends linear
on x as Teuie =20(x-0.01) K. At relatively large concentrations around x>0.1, Pt;..Fe, as well as Pd,.Fe x possess
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antiferromagnetic spin correlations***’. The antiferromagnetic spin component is periodically modulated and the wave
vector of spin modulation varies with Fe concentration. For Pt;_Fe, alloys, an incommensurate-commensurate transition
takes place around x~0.14. In""’ the concentration region around x~0.1 has been studied by neutron diffuse scattering.
The scattering at 20 K was accounted for by the presence of two types of microdomains of 25 and 57A-ring radii,
respectively. The magnetic moment of the larger cluster was estimated to be = 100 pp. The Curie temperature and the
characteristic inverse correlation length k were derived from a least-squares fit of the data to the Fischer-Burford-based
expression for the scattering cross section. After correction for inelastic effects, the best estimates of the critical
parameters were found to be, Tcyie=159.5+0.5K, and k=0.324+0.015A.

2.1.1.6. PtCo alloys.

The Pt;.«Coy , shows™®>* a magnetic behavior similar to Pd,Fe, and Pd;,,Co,. At low Co concentration it becomes a
giant magnetic ferromagnet with critical temperatures that follows a similar pattern to that of Pd,, Fe ,. Tcuie is
proportional®** to (xc-x)? for concentration 0.0066 <x< 0.01 and proportional to x for higher concentrations of Co;
critical concentration xc equaIS’49 to 0,00271. At x<x¢ Pt;xCo, is a paramagneticss’56, while at larger Co concentrations
x>0.2, Pt «Co  films are hard magnetic with the magnetic moment oriented perpendicular to a substrate™.

Summarize the data for ferromagnetic alloys with small critical concentration of ferromagnetic component we may
conclude that the optimal x lays in the interval between x~0.05 and x=0.15. At larger concentration there is a finite
probability for formation of the spatially inhomogeneous magnetic ordering like it is for Pt;.Fe, and Pd,.Fe, alloys.
This, in turn, will give rise for generation of the triplet superconducting state®®* in the F-alloy with H independent
decay length, exactly as it was probably observed”® in Nb/Pd,.Fe/Nb multilayers. At smaller concentration the
ferromagnetism can be effectively suppressed due to crossover from bulk properties to the quasi two dimensional
ordering in thin alloy films. The suppression of Curie temperature in thin ferromagnetic films with their thickness
decrease is well known effect which occurs both for alloys and pure ferromagnet materials®*’, The thickness
dependence of T, and exchange energy should be the subject of the experimental study and it is one of the important
unavoidable step of characterization the magnetic materials. For the case Pt and Pd based systems the rough estimation
can be extracted from®, where a factor Teuie iy Tcuietim) <23 had been experimentally found in the discussed
concentration range and film thickness of the order of &. Palladium is closer to ferromagnet transition compare to
platinum and under the same concentration of ferromagnetic atoms has the larger Curie temperature. On the other hand
Pt is to a large extend more technological material compare to Pd, which surface is very active and must be specially
protected. Thus there can be some technological advantages for using Pt;«Co x or Pt; Fe , for the SFS Josephson
junction fabrication.

2.1.2. Alloys with intermediate critical concentration.

The diluted alloys Pt;.« Ni, Cu;4Ni, and VFe, undergoes the transition to the ferromagnetic state at x>x¢~0.42+0.44
(see Fig. 2) and x>xc =0.25, respectively. .

2.1.2.1. PtNi alloys

Platinum and nickel can be mixed at any proportions to form a disorder solid solution having fcc structure. The
disordered Pt, Ni, alloys of composition close to Nig7sPt2s and NigsPtys can be ordered by a suitable heat treatment.
The disordered Pt,.,Niy alloys reach with Ni are ferromagnetic. Their Curie temperature and spontaneous magnetization
increase with atomic concentration of nickel (see the data from®” in Fig.1). According to® the critical concentration
for appearance magnetism is close to xc=0.42, while from® it follows that xc=0.44. In the vicinity of critical
concentration the square of Curie temperature is roughly proportional to nickel content’ x.

2.1.2.2. CuNi alloys

The Nb/Cu,4Ni ,/Nb structures with x =0.54 was historically the first, in which transition from 0-phase to z phase state
was demonstrated on the temperature dependencies of the Josephson junction critical current’*’®. The Cu;Ni , is a
weak ferromagnetic with onset of ferromagnetism at xc=~0.43. Magnetic properties and Tcyie(x) dependencies of this
compound were studied in’®” is shown in Fig.2. It is very closed to that for Pt; Ni, alloy and T,y is also grows linear
with x in the vicinity of xc. The experimental data obtained in” for Nb/Cu,.Ni, multilayers with x ~0.54 has been
fitted’® by the predictions of theoretical model based on solution of the Usadel equations resulting in y = 0.15, y5 =0.3
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and H=130 K. It is important to note that Cu,Ni , alloy is a well studied materials, e.g. the dependencies of resistivity
and spin diffusion length for this materials as a function of Ni concentration can be found in”>*.

2.1.2.3. VFe alloys

Aarts et al*! were the first who suggest to change the decay length in ferromagnet by varying the concentration of Fe in
V,..Fe, alloy and shed the light on the important role of the SF-interface transparency in the proximity effect between S
and F materials. In®' three different sets of multilayers with alloy compositions x=1, 0.88, 0.77, 0.53, 0.38, and 0.34
were prepared. One set was used to determine ur, built as follows: dyo,/N[(dvin/ds}))/dyeu. The outer V layers dy,y are
for protection, typically 10-40 nm. The inner V layer dvy;, is typically 3 nm; it is not superconducting but meant to
increase the number of interfaces, in order to obtain a realistic picture of the F layer magnetism. The F layer dr is varied
in thickness, typically between 0.5 and 5 nm, while the number of repetitions N is adapted to the strength of the
moment. For Fe, N=3 suffices, while N=20 for V¢cFe;, . The magnetization M was measured with a magnetometer
based on a superconducting quantum interference device at 5 or at 10 K. In all cases, M versus dr could be described
with a straight line, yielding the effective magnetic moment per Fe atom ur and the magnetically dead layer per interface
dng. The critical concentration is around xc~0.25. The decay length in ferromagnet was determined experimentally from
study the dependence of the critical temperature of Nb/V,Fe,/Nb multilayer on dr. At small dr two Nb are stongly
coupled, while with dr increase T changes exponentially with dr arriving at T¢ of individial Nb in the large dr limit.
Thus defined, the concentration dependence of &(x) is appeared to be proportinal to x¢'(x), as it follows from the clean
limit formular for ¢ =hvg/H. Two important consequences follow from this fact. The first is that the exchange energy
H(x) is proportional to ug(x), hence from the experimental curve ug(x) the values of H(x) can be found if the exchange
energy for pure ferromagnetic metal (x=1) is known. The second point is that the value of H(x=0.34)~0.125 meV is too
large to use the theoretical predictions based on Usadel equations for the data interpretation. The last statement
correlates with the analogous conclusion made in®.. The main disadvantage of alloys with intermediate concentration of
magnetic atoms is extremely small electron mean free path /. This small / gives rise to rather small decay length of these
materials even in the absence of magnetic order.

2.1.3. Intermetallic compound NiAl

The intermetallic Ni;Al compound has received extensive attention owing to its potential applications in high-
temperature structural materials®. The unique properties of the Ni;Al compound are principally attributed to the nature
of its electronic and atomic structures. For examples, it is known®® that all of Ni;Al, which have been of great interest
as a strengthener in Ni-based superalloys, have an increasing strength with increasing temperature. Ni;Al has excellent
corrosion and oxidation resistance in a wide range of temperatures owing to formation of a stable surface alumina oxide
layer. Also, all of Ni;Al, have strongly stable chemical and phase stability up to high temperatures close to their melting
points. It is well known that the atomic structure of Ni3Al has a cubic L12-type order. In it Al occupies the cubic corners
and Ni occupies the face centers so that each Ni atom is coordinated with 8 Ni and 4 Al atoms in the first shell.
Electronic structure of Ni;Al has been extencively calculated®® and well known now. The magnetic properties of
Nis;Al have been studied extensively”'®. It has been found that in a relatively narrow composition range (x=0.735-0.76)
the NisAl alloys order in the Cu,Au crystal structure and exhibit remarkable magnetic properties. In the x=0.735-0.746
Ni composition range alloys are paramagnetic whilst those with higher nickel content, with a ferromagnetic moment and
Curie point which vary continuously with composition. This observation, the temperature dependence of the
magnetization curves and the large high-field differential susceptibility of these ferromagnetic alloys all suggest that
these systems behave like weak itinerant ferromagnets. Figure 1 gives the Curie temperature of NizAl against Ni
concentrations from”'%%. Ni;Al forms a single-crystalline layer and can exhibit a heteroepitaxial relation of being
deposited on Nb. The nucleation mode is induced by a positive surface energy balance, when Ay,= yptyin-ys>0, where
y&~=2.08 J/m? is the thin film surface energy for a monolayer'™'%, y;=1.2 J/m? is the interface energy'® and y=3.0 J/m?
is the Nb- substrate surface energy'®. Thus the three-dimensional epitaxial island growth corresponding to a Volmer-
Weber (VW) regime'”’ can be realized during the deposition process giving rise to a fiber textured Ni;Al layer on Nb.
The surface energy mismatch, ys=2|(ys- ¢ )/(ys + ¥¢ )|, is equal to 0.36. The critical value defined for the formation of a
superlattice structure'® is y, =0.5. Therefore, the growth of a superlattice structure is energetically favored. Ni;Al can
be deposited both by magnetron sputtering'® and by the pulsed laser deposition technique''®. The intermetallic Ni;Al,
easily oxidizes, forming a continuous coherent Al,O; film (about 5 A thick) (see Ref.""! for a review). This property is
widely used in growing well-ordered alumina films for experimental investigation; for that purpose NiAl is better suited
than pure Al, as the low melting temperature of the latter makes it impossible to obtain films of well-ordered alumina in
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its stable conﬁguration“'. In particular, A,O3/NiAl(110) is considered to be one of the most convenient model systems
for experimental studies of alumina supported metallic nanoclusters''>. The structure of the oxide film on the NiAI(110)
surface is described as follows: at low temperatures the film is amorphous (locally ordered), at higher temperatures
(about 1300 K) it becomes globally ordered and takes on the structure of two O-Al bilayers, terminated with an Al layer
on the interface and with an O layer from vacuum'"®>"'", According to'"’, the NiAl- Al,0; interface is atomically sharp
without any intermediate phases. The possibility of Ni-O bond formation in either low temperature or high-temperature
oxide is doubted''*''. The presence of "metallic" Ni at the oxidized surface at low temperatures has not been ruled out,
but during the higher temperature annealing Ni atoms are suggested to be expelled from the ordering oxide overlayer''*.

All the facts discussed above give strong arguments that Ni;Al looks very promising for SF/FS tunnel junction
fabrication, while Pt based ferromagnetic alloys and the alloys with intermediate critical concentration are more suitable
for weak link Josephson junction of a constriction or variable bridges types and SNS double barrier devices,

respectively .

3. INTERFACES.

In the developed description of the SF/FS Josephson structures the properties of interfaces has been characterized in
terms of suppression parameters'™ y and yg
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in the limit of small dr. Here £F is electron mean free path in the F metals, D), Nsr) and pse are the S(F) layer
diffusion coefficients, density of states at the Fermy level and the resistivity of S(F) metals, D is interface transparency
coefficient and v is Fermy velocity of ferromagnet.

In the free gas model the values of these parameters can be calculated making use of the bulk values for material and
transport constants for the metals in proximity systems. This approach, however, gives the values considerably smaller
than they are in the real experimental situation. For atomically shap clean interface the 50% mismatch of metals Fermy
velocity gives y5 ~10, while experimental values''"'? for Nb/Al, and Nb/Cu, gives yg=1. The situation at FS interfaces
even more complex then at the boundaries between the normal metals'>.

Even for weak ferromagnetic materials more exact approach'>* should take into account that close to the interface, the
scattering states consist of Bloch states propagating to and away from the boundary plus evanescent contributions that
decay exponentially with distance from the interface. The transmission and reflection probabilities are just the flux in
the transmitted and reflected Bloch states divided by the flux in the incident Bloch state. Under this approach, in
contrast to one based on free electron model, the symmetry of the states on the both sides of the interface begins to be
important and interface transparency begins to be spin dependent even for weak ferromagnets. The different wave
function symmetry on both sides of the barrier results also in different decay length for the plane wave inside the
barrier'2*'?". The basic physical reason of this effect is that they have different amounts of curvature in the plane parallel
to the interfaces. States that are primarily s-like will have little of this curvature, p-like states will have more and d-like
states will typically have even more. This additional curvature of the wave function causes an increase in the rate of
decay perpendicular to the interface. For this reason the nature of the state in the electrode influences its decay rate in
the barrier is quite general. Most of the d-states, in particular, will be disadvantaged in penetrating the barrier because of
their higher curvature due to additional nodes parallel to the barrier. The free-electron model fails to describe this aspect
of real metals because it does not include spatial variations in the lateral directions (other than those associated with the
lateral components of the wave vector, k).
The interface roughness in FS structures also becomes the very important factor. In NS proximity systems material
constants of N metal relax at a distances of the order of several unit cells in the vicinity of interface, while the electron
mean free path and decay length of the metals, as a rule, is macroscopically large in this scales. Thus only small
corrections to parameter y can be expected due to lattice parameter relaxation at the NS interfaces. Contrary to that in FS
bilayers finite roughness results in generation of the magnetically "dead" layer at the boundary. The thickness dp4 of this
layer depends on the quality of interfaces and ferromagnet metals and typically is in the range®™*> '*13° 3.20 A. The
structure of magnetically dead layer depends also on the degree of solubility of the F and S materials, but in all cases
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with a large probability they can possess the magnetic moments in paramagnetic phase, the fact leading to additional
reduction of superconductivity induced into ferromagnetic metal.

Taking into account of the fact that d,q4 is of the order of interface roughness, the parameter that experimentally can be
made thin in the scales of ¢r and &, it is possible to describe this additional suppression channel considering the
suppression parameters y and yg as phenomenological values. In this approach the difference between the
experimentally determined suppression parameters and the values followed from expressions (1), (2) had been use in
theory should be attributed to the properties of the dead layer, thus providing indirect additional information about the
structure of SF boundaries. Alternative approach is to consider the more sophisticated theoretical descriptions of SF
interfaces'**'*,

4. TEORETICAL DESCRIPTION OF THE PROPERTIES OF SFS JUNCTIONS

Although the existing theories'” provides rather good qualitative description of the effects observed in SFS strustures,
there is still no complete quantitative agreement with experiments. This and the performed above analysis of the
material and interfaces aspects indicate that besides the exchange field, some additional pair-breaking mechanisms are
present in the F layers. Indeed, because of magnetic impurities, spin-wave or non stoichiometric lattices spin-flip
process is inherent to the ferromagnetic layers. This may have dramatic consequences on superconductivity (contrary to
non magnetic impurities that have very little impact). Such a pair-breaking mechanism also arises in usually used weak
ferromagnetic alloys, because they are close to ferromagnetism disappearance and then quite favorable to large magnetic
disorder. This can be inferred for instance from the very strong decrease of the critical current of S/F/S junctions as a
function of the thickness of the ferromagnetic layer in resent experimental studies'**'*,

The problem of quantitative description of the influence of spin-flip and spin-orbit scattermg mechanisms on critical
current J, of S/F multilayered systems had been studded only recently'**'*%, In'*® a symmetric S/F/S structure with the F
layer having thickness dr has been considered in the frame of Usadel equatlonsm. Supposing that the rigid boundary
conditions (yg»y) are fulfilled at SF interfaces it has been shown that the expression for the critical current depends on
relation between the exchange energy H and effective spin orbit scattering rate z,.

In the limit of strong spin-orbit scattering 1/z,, > H, the critical current decays monotonically with the increase of d
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with two decay lengths (k.)" defined by Eq.(4). Here A is the magnitude of the order parameter in superconductors,
w=rT(2n+1) are Matsubara frequencies and t, is spin flip scattering rate. It is seen from (3) that in the limit H—0, the
parameter #7,—. As a result, the contribution to the critical current in (3) comes only from x. component with the
length scale (k)" which describes the case of an S/N/S junction in which spin-orbit scattering does not influence I.
With the increase of H, the contribution to /, from the faster decaying x; component (k:>k.) also increases and the
difference between k. and k, decreases. Finally, when H=(rso)'l, both scales coincide, k,=k_, and the components ., k.
provide equal contributions to . For relatively weak spin-orbit scattering, (1) '<H, the dependence I(dF) follows the
damped oscillation law,

. . o
ol T & NG (a+zb)[1+2z/,/am 1] [Pz

c
— =T . > 7 (5)
2T, T, §m2(1+n;) (y3ERR? +G3)sinh(qd s 1 £)+2Ggy pé pkcosh(qd 1 &) H

4] (1)) 2 [ \/l_aszo
a= 7{—+am+a+ (E+a) +2am(g+a)+1, b=T, g=a+ib, (6)

when two length scales ¢, & can be introduced describing respectively the decay and the oscillation period of I(dF).
The existence of these two scales is clearly form the results of numerical calculations presented in Fig.3,4. The
calculations performed for H = 3z T, yz = 10, 7/T,= 0,5 and different values of spin flip (Fig.3, a;, = 0) and spin orbit
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Figure 3: Influence of the spin-flip scattering parameter a on Figure 4: Influence of the spin-orbit scattering on the
the thickness dependence of the critical current in S/F/S thickness dependence of the critical current in S/F/S junction
junction for a,, = 0; H=3xT, yg = 10, and /7= 0,5. for a =0, H=3xT,, y =10, and I/T,= 0,5.

(Fig.4, o = 0) scattering rates. From the calculations it follows that spin-flip and spin-orbit scattering lead to the decrease
of the decay length and the increase of the oscillations period. It is seen also that the oscillation period increases strongly
with increasing a,, and diverges when oy, = 1. Therefore spin-orbit and spin-flip scattering mechanisms influence
differently the properties of S/F structures: spin-orbit mechanism can destroy the I.(dF) oscillations while spin-flip
scattering can only modify them. The obtained analytical and numerical solutions of the problem provide the basis not
only for qualitative understanding of experimental results but also to fit the data quantitatively.

At the point of 0-7 transition the critical current of SFS structures equals to zero, or, more exactly, the amplitude /; of
sin(¢) component in the supercurrent is equal to zero. From general considerations' it follows that under this condition
the next, say sin(2¢), term starts to be important and fully determines the J(¢) curve. In'* it has been shown that there
are two different physical mechanisms that are responsible for the sign of Jisin(2¢). The first one is the depairing by
current which contributes positively to the sin(2¢) term, while the second one is the finite transparency of SF interfaces
which provides the negative contribution. The physical reason for different signs of J;; can be easily understood if we
consider the SFIFS tunnel junctions and analyze the two cases separately. Suppose first that suppression parameter at SF
interfaces y; is finite. In this case the SFIFS structure may be considered as a system of three Josephson junctions in
series as shown schematically in Fig.5. For rough estimates one can assume that the phase y, of anomalous Green’s
functions ® does not depend on . Demanding the equality of the currents across FIF and FS interfaces and taking into
account that critical currents I, ~ 1/yg; of FIF and I; ~ 1/yg of FS interfaces are essentially different (/.«l;) for effective

phase of Green’s functions in the F layer x and J(¢) we get

Tocy 5(®2-7) £, %2y, Asin’pr2 A

S ‘F/T F S P
\{\f’

A)

FS

o2 2| |x o2 SF I

-1 -1 .2 .
Tcy g Af(1 -7 g sin” @/2)sing

I y_l sin2y,
BI
Figure 6: Depairing by current near the tunnel barrier.

Figure 5: The phase distribution in SFIFS junction
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Therefore with increasing yz the phase partly jumps at the FS interfaces leading to a continuous crossover from the
Josephson effect lumped at FIF interface (x=0) to the phase drop distributed at |x|< dr. In a full agreement with the
theory of double barrier devices' this crossover results in appearance of second harmonic in J(¢) with negative sign
which provides maximum J(¢) achieved at ¢>7/2. If y5=0, the structure is always lumped at x=0 and the main effect is
the suppression of superconductivity by supercurrent in the vicinity of FIF interface as shown schematically in Fig.6.
The resulting contribution to the full current can be estimated by taking into account that the order parameter slightly
suppressed at FIF by a current. This suppression is described by gradient term in the brackets in (7). Its value follows
from the boundary conditions for anomalous Green’s functions © at FIF interface (see Ref."*° for the details)

- 2 .
[ < _I-(A_fiQJS]n @ ._A_ I*MJsin S A(Sil‘l o+ Sln(Zqo)] (7)
Var dx VeI 7B 7 Br 4y

It follows directly from (7) that the amplitude of the second harmonic is positive. The developed in'*® analytical method

for solution of linearized Usadel equations permits to solve the problem of J(¢) determination selfconsistently and fully
confirm the results of this simple qualitative considerations.

. I, . . . 21, . . I, .
I sin2y=1, sm(x—%)zlcl(g—x),xz-i—’-;——smqo,]:[csm2,1'=Icsm[¢~] smquz]c(smqo—l—”—sm%o]

5. CONCLUSION

We review the material and interfaces aspects of the problem of SFS Josephson junction fabrication. Our analysis has
shown that in order to have a ferromagnetic material with reasonably large decay length we should not only to suppress
the exchange energy, as it is in delude F alloys, but within the limits of the possible do not suppress the electron mean
free path. The last may be achieved either in alloys with Pt or Pd hosts in which no more than several atomic percent of
magnetic atoms is enough for nucleation of the desire ferromagnetic state or by using intermetallic metals like NizAl.
Nevertheless, in both approaches it is difficult to control the homogeneity of spatial distribution of ferromagnetic atoms
in the host material during the fabrication process. This, in turn, should result in switching on of additional pair breaking
mechanisms both at SF interfaces (like a dead layer) and in the bulk provided by spin flip and spin orbit scattering. We
also present here the results of calculations in the frame of microscopic theory of superconductivity, which take into
account these effects and provide good bases for the data interpretations.

This work has been supported in part by Russian Ministry of Education and Science, RFBR Grant N 04 0217397-a,
INTAS Grant 01- 0809, NWO-RFBR cooperation programme 047.016.005 and ESF PiShift programme.
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